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MOLECULAR MAGNETISM

Reaching the magnetic anisotropy limit of a 3d metal atom

Ileana G. Rau,1,2 Susanne Baumann,1,2,4 Stefano Rusponi,3 Fabio Donati,2 Sebastian Stepanow,4 Luca Gragnaniello,5 Jan Dreiser,5,8 Cinthia Piamonteze,7 Frithjof Nolting,5 Shrabhu Gangopadhyay,1 Oliver R. Albertini,1,2 Roger M. Macfarlane,1 Christopher P. Lutz,1 Barbara A. Jones,4 Pietro Gambardella,4† Andreas J. Heinrich,4† Harald Brune3†

Designing systems with large magnetic anisotropy is critical to realize nanoscopic magnets. Thus far, the magnetic anisotropy energy per atom in single-molecule magnets and ferromagnetic films remains typically one to two orders of magnitude below the theoretical limit imposed by the atomic spin-orbit interaction. We realized the maximum magnetic anisotropy for a 3d transition metal atom by coordinating a single Co atom to the O site of an MgO(100) surface. Scanning tunneling spectroscopy reveals a record-high zero-field splitting of 58 millielectron volts as well as slow relaxation of the Co atom’s magnetization. This striking behavior originates from the dominating axial ligand field at the O adsorption site, which leads to out-of-plane uniaxial anisotropy while preserving the gas-phase orbital moment of Co, as observed with x-ray magnetic circular dichroism.

Magnetic anisotropy (MA) provides directionality and stability to magnetization. Strategies to scale up the MA of ferromagnetic 3d metals have relied on introducing heavy elements within or next to the ferromagnet in order to enhance the spin-orbit coupling energy. Rare-earth transition-metal alloys, such as TbCoFe (7), and binary multilayers, such as Co/Pt and Co/Pd (2), are used as magnetic recording materials because of their large perpendicular MA (9). Recent experiments, however, have shown that Co and Fe thin films deposited on metallic oxides such as AlOx, and MgO present MA energies on the order of 1 meV/atom (4, 5), which is similar to that of Co/Pt interfaces but driven by the electronic hybridization between the metal 3d and O 2p orbitals (6, 7). Perpendicular magnetic tunnel junctions, including CoFeB/MgO layers, are being intensively investigated for nonvolatile MRAM (magnetic random access memory) applications (5, 8, 9), in which the lateral dimensions of a magnetic bit approach 20 nm (10).

A fundamental constraint to the downsizing of magnetic devices is the total amount of MA energy that can be induced in the storage layer, which limits its thermal stability factor and influences the rate of magnetization switching (11). As the dimensions of a magnetic bit shrink to the atomic scale, quantum-mechanical excitation and relaxation effects, which greatly affect the magnetization, can come into play. We explore the limit of how much MA can be stored in an atom and for how long it can retain a given spin state in a model system of a single Co atom bound to an MgO layer. We show that this “bit” achieves the maximum possible MA energy for a 3d metal. This MA limit is ~60 meV, set by the atomic spin-orbit coupling strength times the unquenched orbital angular momentum. We measured spin relaxation times on the order of 200 μs at 0.6 K and show that the rate-limiting relaxation step for a Co atom is determined by the mixing of excited spin states into the ground state induced by nonaxial ligand field components.

**Magnetic Anisotropy in Quantum Systems**

The microscopic origin of MA is the combined effect of the anisotropy in the atom’s orbital angular momentum (L), together with the interaction between L and the atom’s spin angular momentum (S). This interaction is given by H_{SOC} = λL·S, where λ is the atomic spin-orbit coupling parameter. In solids and molecules, L tends to align along specific symmetry directions, set by the spatial dependence of the ligand field. The strength of the MA is defined here by the so-called zero-field splitting (ZFS) (12), which is the energy difference between the electronic ground state and the first excited state that has its spin pointing in a different direction with respect to the ground state, in the absence of an external field. For spin-flip transitions that leave L unchanged, the ZFS is thus proportional to λL, where λ is ~22 meV for Co (13). However, in most magnetic compounds the orbital moment magnitude L is either quenched or strongly diminished by ligand field (14) and hybridization (15) effects, leading to MA energies on the order of 0.01 meV/atom in bulk magnets and up to ~1 meV/atom in thin films (16) and nanostructures (17). Achieving large ZFS...
in transition metals requires somehow breaking the spatial symmetry of the atomic wavefunctions without quenching the orbital magnetization. The most promising strategy to preserve the large $L$ of a free atom and induce uniaxial anisotropy is to use low-coordination geometries, as shown for atoms deposited on the threefold coordinated sites of a (111) surface (18, 19) and molecular complexes with crystals with two-coordinate metal species (20–24). This strategy, if specific conditions are met, can be brought to its limit by coordinating one magnetic atom to a single substrate atom.

We achieved this extreme by using cobalt, which has $L = 3$, the highest in the transition metal series, and a thin film of MgO as a substrate with a onefold (“atop”) coordinated site for adsorbed transition metal atoms (25). Co atoms were deposited on a single MgO layer grown on Ag(100) (26–28). They appear as protrusions that are 0.15 ± 0.02 nm high when imaged with scanning tunneling microscopy (STM) (Fig. 1A). The preferred binding site, determined with density functional theory (DFT), is on top of oxygen (Fig. 1B) (26) with four Mg atoms as neighbors, resulting in $C_{4v}$ symmetry. Despite the presence of these four Mg atoms, the spin density of the valence electrons of the Co is rotationally symmetric around $z$ (effectively $C_{4v}$) (Fig. 1D). This axial coordination can preserve the orbital moment of the free atom along the vertical axis but quench it in-plane (Fig. 1C). The DFT density of states of the Co $d$-levels (Fig. 2) shows that the interaction with the Mg atoms is weak and the Co $d_{xz,yz}$, $d_{xy}$ orbitals remain largely degenerate. The dominant bond is between the out-of-plane $d$ orbitals of Co and $p$ orbitals of O, resulting in an uniaxial ligand field along $z$. DFT calculations further indicate that the Co atom is charge-neutral and has spin magnitude $S = 1.39 ± 0.05$.

**Measurement of the ZFS with STM**

We used inelastic electron tunneling spectroscopy (IETS) (9, 29–32) to probe the quantum spin states of the Co atoms (26). In such a measurement, electrons tunneling from the STM tip may transfer energy and angular momentum to a magnetic atom and induce spin-flip excitations above a threshold voltage. The IETS spectrum of a Co atom on 1 monolayer (ML) MgO at 0.6 K is shown in Fig. 3A. We observed a sudden stepwise increase in conductance at ±557 mV, symmetric around zero bias, as expected for an inelastic excitation. The $dV/dI$ step is magnetic in origin and splits into two in an applied magnetic field (Fig. 3, B and C). For ease of discussion, we begin by approximating the magnetic state of the Co atom as an $S = 3/2$ system with uniaxial anisotropy (later in the paper, we will include the effects of configuration mixing and the presence of large orbital moment). We assign these excitations to transitions between the ground ($S_z = ±3/2$, labeled as states 0 and 1 in Fig. 3D) and excited states ($S_z = ±1/2$, states 2 and 3). At zero field, the states 0 and 1, as well as 2 and 3, are degenerate and yield identical excitation voltages ($V_{02} = V_{13}$). The two steps shift in accord with Zeeman energies, with the 0 → 2 step shifting up and the 1 → 3 shifting down in energy with increasing magnetic field, to yield a well-resolved splitting of 1.8 ± 0.2 meV at 6 T.

The IETS measurements reveal a remarkable ZFS of 57.7 mV between ground and excited states. The ZFS is much larger than the typical values of several millielectron volts reported before for single atoms on surfaces (19, 30–33), which indicates an exceptionally high MA for Co on MgO. Moreover, the presence of the $V_{13}$ step, in addition to the $V_{02}$ step, at finite magnetic field is surprising because at low temperature ($k_B T < e V_{02}$, where $k_B$ is the Boltzmann constant and $T$ is temperature) and low applied voltage ($V_{bias} < V_{02}$) one would expect only state 0 (the ground state) to be occupied for an appreciable fraction of the time. The observation of the 1 → 3 transition for Co on MgO is an indication that the excited state 1 has a lifetime above 1 ns (the mean tunneling time between electrons at the measured currents).

**Electronic Structure Probed with X-ray Absorption Spectroscopy**

To understand the large energy and time scales revealed by the IETS measurements, we performed x-ray absorption spectroscopy (XAS) of isolated Co atoms deposited on 2 to 4 MLs of MgO on Ag(100). By measuring the excitation cross-section for 2p to 3d transitions, $L_3$ edge x-ray absorption spectra provide a probe of the bonding and the magnetic properties of transition metal ions (34) that is highly complementary to IETS. Spectra acquired at the $L_3$ Co edge with circularly polarized light are shown in Fig. 4A (26). The XAS lineshape differs from that of Co atoms adsorbed on metal substrates (18, 35) as well as from typical CoO phases (36), showing that the bonding of Co is specific to the MgO surface. The x-ray magnetic circular dichroism (XMCD) intensity measured at normal incidence is larger than at grazing incidence (Fig. 4B),...
which implies that the Co magnetic moment has an out-of-plane easy axis. The XMCD spectra reveal a large orbital-to-effective spin moment ratio, in the range of 0.9 to 1.2, which indicates that $L$ is very large on this surface. A discussion of the XMCD sum rule analysis (37, 38) and technical challenges related to x-ray-induced desorption on thin insulating films (39) is reported in (26).

To determine the electronic ground state and the structure of the lowest lying magnetic states, we simulated the x-ray experimental results using multiplet ligand field theory (54). The multiplet calculations include charge transfer ($\pi$-donation) via the $d_\sigma$ orbital and take into account the mixing between $d^7$ and $d^8$ configurations, where $l$ describes a ligand hole on the O site. As shown in Fig. 4, A and B, there is excellent agreement between the simulated and experimental XAS and XMCD. The resulting $d$-shell occupancy is 7.44 electrons, which is in good agreement with the DFT results [7.27 electrons in a L"owdin analysis (26, 40)]. The evolution of the calculated Co states as a function of ligand field splitting and spin-orbit interaction is provided in fig. S3 (26). The lowest energy level (Fig. 4D, left edge) is an octuplet (blue) with $L_z = \pm 3 \otimes S_z = \pm 1.25$, $S_z = 0.42$, where the spin moment is slightly less than the free atom value of $S = 3/2$ because of mixing of the ground state $^4F$ and $^3F$ terms of the $d^7$ and $d^8$ configurations, respectively.

**Origin of the ZFS**

The electronic states of Co after including all interactions—namely, ligand field, spin-orbit coupling, and external magnetic field—are shown on the right side of Fig. 4D. What is most unusual about the resulting spin doublet ground state is that it is composed of a mixture of states dominated by $L_z = \pm 3$ and thus has an orbital moment near the free atom limit. Unlike previous reports, such a large $L$ for a surface-adsorbed transition metal atom was observed here because the ligand field is essentially uniaxial (it does not lift the degeneracy between the $(d_{3x^2-r^2}, d_{xy})$ orbitals, and both $d^7$ and $d^8$ configurations have the same orbital multiplicity so that configuration mixing—which takes place here, as it does on most substrates—does not reduce the magnitude of $L$.

The substantial orbital contribution can also be seen in the magnetization measured by XMCD as a function of applied field, which indicates a local moment of $\sim 6\mu_B$ per atom (Fig. 4C) (where $\mu_B$ is the Bohr magneton). This result is in agreement with magnetization $\mu_z = \langle L_z \rangle = \langle 2S_z \rangle$ calculated using the wave functions and energy levels obtained from the multiplet simulations (Fig. 4C, solid black line). Both experimental and theoretical curves saturate very fast, as expected for strong MA. At low magnetic fields, the measured values remain above the calculated values (Fig. 4C, inset), which could be the result of slow relaxation effects or induced magnetic moment contributions from the substrate atoms.

The multiplet energy diagram in Fig. 4D, derived from the model fit to the XAS data, provides a detailed interpretation of the IETS spectra. The calculated energy separation between the ground-state spin doublet (states 0 and 1) and the first excited spin doublet (states 2 and 3) at zero field is 55 meV, which closely matches the energy of the conduction step ($V_{02} = V_{13} = 57.7$ meV) measured with IETS (26). This level of agreement between XAS and IETS is remarkable considering that these are independent experiments that take place at radically different energy scales (hundreds of electron volts for the x-ray measurements as compared with millielectron volts for IETS).

The multiplet results establish that the separation of the first two spin doublets at 0 T is the ZFS seen in IETS spectra and explain its magnitude. The key is the nearly unquenched orbital moment of the lowest energy levels, which allows the $S_z = \pm 3/2$ states to be split maximally from the $S_z = \pm 1/2$ states by the spin-orbit interaction.

In this case, the ZFS is equal to $\lambda L \Delta S_m$, which for

---

**Fig. 4.** XMCD measurements and multiplet calculations. (A) Experimental and simulated x-ray absorption spectra of Co/MgO/Ag(100) at normal (θ = 0°) and grazing (θ = 60°) incidence recorded over the $L_z$ Co edge at $T = 3.5$ K and $B = 6.8$ T. The Co coverage is 0.03 ML. The spectra are the sum of positive and negative circular polarization, $(I^+ + I^-)$. (B) XMCD spectra $(I^+ - I^-)$. The XMCD intensity is given as percentage of the total absorption signal shown in (A). (C) Out-of-plane magnetization versus field at 3.5 K measured by XMCD after saturating the sample at 6.8 T (black, red, and green squares) and $-6.8$ T (blue) at each point. Different colors refer to different samples. The solid line represents the expectation value of $\langle L_z \rangle + \langle 2S_z \rangle = 6\mu_B$ at 3.5 K. The inset (top left quadrant) compares fits between 3 (red curve) and 3.5 K (black). (D) Lowest energy levels obtained with the multiplet calculations as a function of ligand field, spin-orbit coupling, and applied magnetic field. The color code of the energy levels highlights the different orbital symmetry of the states: blue for $E$ and red for $B_2$. The two transitions seen in IETS are indicated by arrows.
Spin Lifetime Measurements

The ZFS defines the energy for the lowest-order process required to surmount the barrier that separates 0 and 1, the states with large and opposite magnetic moments. Our experiments are at low temperature ($k_BT << ZFS$), which effectively suppresses thermal excitations of the magnetic moment over the MA energy barrier. These conditions offer the possibility to probe in detail nonthermal magnetization reversal mechanisms that become important when a magnet is scaled to atomic dimensions. In the case of magnetic atoms placed near electrodes (here, the Ag substrate and STM tip), spin relaxation can occur through $\Delta S_z = \pm 1$ transitions induced by electrons from these electrodes that scatter off the magnetic atom and either tunnel across the junction or return to the original electrode (43). These scattering processes result in quantum tunneling of the magnetization (44, 45). These mechanisms are extremely sensitive to the local environment, such as the electronic density of states of the substrate and distortions of the ligand field surrounding the magnetic adsorbates (45).

We now focus on measurements of the spin lifetime as a probe of the nonthermal decay mechanisms. The relaxation time $T_1$ of excited spin states can be measured with spin-polarized STM with a pump-probe scheme (33). The current in a spin-polarized tunnel junction sensitively depends on the relative alignment of tip and sample spins (46). Thus, the tunnel current with the atom in the ground state is generally different from the current in an excited state. Sufficiently large pump pulses put the atom into excited spin states, from which it eventually decays back to the ground state. This decay was monitored with a probe pulse. Such a pump-probe measurement is shown in Fig. 5A with an exponentially changing current, yielding a lifetime $T_1 = 232 \pm 17 \mu s$ at 1 T. To determine which state is giving the long lifetime signals observed here, we measured the amplitude of the pump-probe signal as a function of pump voltage (Fig. 5, B and C), which shows an onset of the signal at $59 \pm 2$ meV (Fig. 5B) and another sharp onset at $19.6 \pm 1$ meV (Fig. 5C). The first threshold is in good agreement with $V_{dd}$ and indicates when state 1 can be reached via state 2. The 1.9-meV threshold corresponds to the direct excitation 0 $\rightarrow$ 1, which is in agreement with $V_{dd} = 2(L_{2Z} + 2S_{2}I_{3})/\hbar\beta$ calculated from the multiplet model at 3 T, demonstrating that we are measuring the lifetime of state 1. This Zeeman splitting yields a total magnetic moment of $5.5 \pm 0.3\mu_B$, which matches the magnetic moment determined from the XMCD measurements (Fig. 4C) (47), including the large orbital moment. The relaxation time remains independent of pump voltage, and we conclude that the measured $T_1$ is always that of state 1; the other states decay too quickly to be observed.

It is surprising that the pump signal is detectable for pump voltages below $V_{dd}$ because the ZFS is large, and quantum tunneling of the magnetization is forbidden in odd half-integral spin systems in the absence of a transverse magnetic field. However, the multiplet analysis shows that the weak distortion of the symmetry caused by the interaction of the Co with the Mg atoms mixes states from higher multiplets, mostly with $|0.5\pm1/2\rangle$ character (Fig. 4D, in red), with the lowest states $|\pm3/2,3/2\rangle$. Although this mixing is small (on the order of 4%) and does not change the total moments substantially, it allows the coupling of states 0 and 1 by a $\Delta S_z = \pm 1$ spin-flip transition between their $|0,1/2\rangle$ and $|0,1/2\rangle$ components, which can explain the observed quantum tunneling induced via substrate electrons. In addition, Co has a nuclear spin $I = 7/2$, which may facilitate otherwise prohibited electron spin relaxation. Tunneling of the magnetization because of hyperfine coupling could explain the lack of remanence in the magnetization curve measured with XMCD. However, the hyperfine coupling is usually effective at low fields (48) and is unlikely to be the cause of the spin relaxation observed for pump-probe experiments at $B \geq 1$ T.

The spin lifetime of Co/MgO is much lower than that reported for electrons bound to shallow donors in Si (49) as well as that reported for Ho atoms on Pt (19), both exceeding a few minutes at cryogenic temperatures. However, it is very large for a transition metal atom, for which typical $T_1$ times are on the order of 100 ns on insulating substrates (33) and 100 fs on metals (32). This difference can be attributed to the MgO layer serving two separate purposes. First, because the binding site symmetry preserves the orbital moment, state 0 and 1 are decoupled from each other not only by the large change in spin $S_m$ but also by the large change in $L_m$. Second, even a single MgO layer is very efficient in reducing the decay of the excited state by scattering with substrate electrons. This scattering rate could be tuned by increasing the number of MgO monolayers, while still being able to electrically probe the magnetic states. Furthermore, the presence of the STM tip imposes a limit on the lifetime, and the measured 200 $\mu$s value sets a lower bound on the intrinsic $T_1$ of Co atoms on this surface.

Discussion

This work elucidates the interplay between the MA, spin, and orbital degrees of freedom in systems at the border of free atoms and the solid state and highlights the atomic limits on the miniaturization of magnetic systems. Additionally, this system realizes the single-atom analog of magnetic tunnel junctions based on perpendicular CoFeB/MgO layers. As such, it provides microscopic understanding of materials with strong perpendicular MA, which are required for further downsizing of spintronic devices (9, 10). Our measurements of ZFS and spin relaxation time demonstrate the advantages and impediments intrinsic to size reduction in such materials. Despite the very large MA, the strong coupling of $d$-electrons to the environment makes the spin lifetime of transition metal atoms very sensitive to perturbations caused by the ligand field and scattering from conduction electrons. Nonetheless, the large energy and time scales measured in this experiment indicate that relatively long-lived quantum states are possible for single Co atoms on MgO surfaces. Judging from the knowledge accumulated on magnetic tunnel junctions and this work, Co/MgO and possibly Fe/MgO represent a very favorable combination for the miniaturization of magnetic devices beyond the present technological limits.

On a more fundamental note, our results show that the combination of IETS and XAS is extremely powerful to describe the many-body interactions that determine the spin and the...

Fig. 5. Relaxation time and excitation threshold of Co at $T = 0.6 K$. (A) Pump-probe measurement of the excited state relaxation time at $B = 1$ T showing tunnel current as a function of delay time. The exponential fit (black line) yields $T_1 = 232 \pm 17 \mu s$. The data are taken with the tip height setpoint at $0 = 10$ pA and $V_{dd} = 100$ mV. The pulse sequence parameters are $V_{pump} = 90$ mV, $V_{probe} = 20$ mV. (B and C) Pump-probe signal amplitude at $B = 3$ T as a function of pump voltage. For signal-to-noise reasons, the setpoint is $I_{set} = 500$ pA and $V_{set} = 100$ mV, which corresponds to the tip 0.2 nm closer to the atom than in (A). This gives $T_1 = 76 \pm 0.1 \mu s$ (26). The vertical line at $-59$ mV in (B) shows the transition seen in $dI/dV$ spectra. (C) The pump-probe amplitude for a smaller range of pump voltages. Linear fits (black lines) extrapolate to $-2 \pm 0.1$ mV and $+1.8 \pm 0.2$ mV at zero amplitude. Error bars are comparable with symbol size.

Co (with $L = 3$ and $\Delta S_z = 1$) gives $\lambda L = 60$ meV, reaching up to the full magnitude of the spin-orbit coupling energy intrinsic to a Co atom. This value is much higher than usually observed for transition metal systems, in which $L$ arises as a perturbative effect because of spin-orbit coupling, and the ZFS has a second-order dependence on $L^2$ (41, 42).
Magnetic anisotropy is often defined as a classical description successfully used in previous orbital degrees of freedom of magnetic atoms. Derivations of the electronic and magnetic ground state, the role of nonthermal spin relaxation mechanisms can be determined based on independent input obtained through the multiplet analysis of the x-ray spectra and pump-probe measurements.

REFERENCES AND NOTES
11. Magnetic anisotropy is often defined as a classical energy barrier, or as the energy needed to orient the magnetization perpendicular to the easy-axis. Our temperature was low to observe Arrhenius behavior because nontothermal processes dominate the relaxation in the range of temperatures accessed. Additionally, studies of quantum magnets sometimes refer to a barrier using D5’ or D5, but these are applicable only for pure-spin or pure-J systems. Consequently, we use the ZFS as definition of the MA.
14. The quantum mechanical description of the energy levels derived from the multiplet calculation indicates that J is not a good quantum number. Therefore, we use the Zeeman energy (Li+ or Li) instead of a description based on the Lande g-factor.

ACKNOWLEDGMENTS
S.S. and P.G. acknowledge support from the Swiss Competence Centre for Materials Science and Technology (CCMX). J.D. acknowledges funding by an Ambizione grant of the Swiss National Science Foundation. I.G.R., S.B., C.P.L., and A.J.H. thank B. Mellor for expert technical assistance. C.P.L and A.J.H. thank the Office of Naval Research for financial support. S.G., O.R.A., and B.A.J thank the National Energy Resource Scientific Computing Center (NERSC) for computational resources. O.R.A. was supported by the National Science Foundation under grant DMR-1006650. B.A.J. thanks the Aspen Center for Physics and National Science Foundation grant 1066933 for hospitality while doing the calculations which appear in this paper. We thank A. Cavallini for help in developing the Iqor code used to analyze the XAS spectra. I.G.R., S.B., R.M.M., C.P.L., and A.J.H. performed the STM experiments and data analysis. S.G., O.R.A., and B.A.J. carried out the DFT calculations. S.R., F.D., L.G., S.B., J.D.C.P., and F.N. carried out the XMCD experiments. F.D., S.R., S.S., and P.G. analyzed the XMCD data. S.S. wrote the multiplet calculation code and performed the simulations. All authors discussed the results and participated in writing the manuscript. A.J.H., P.G., and H.B. initiated and directed this research. The authors declare that they have no competing financial interests.

SUPPLEMENTARY MATERIALS
www.sciencemag.org/content/344/6187/988/suppl/DC1
Materials and Methods
Figs. S1 to S7
Table S1
References (50–88)
3 March 2014; accepted 21 April 2014
Published online 8 May 2014;
10.1126/science.1252941

ION CHANNEL STRUCTURE

Crystal structure of a heterotetrameric NMDA receptor ion channel
Erkan Karakas and Hiro Furukawa*

N-Methyl-D-aspartate (NMDA) receptors belong to the family of ionotropic glutamate receptors, which mediate most excitatory synaptic transmission in mammalian brains. Calcium permeation triggered by activation of NMDA receptors is the pivotal event for initiation of neuronal plasticity. Here, we show the crystal structure of the intact heterotetrameric GluN1-GluN2B NMDA receptor ion channel at 4 angstroms. The NMDA receptors are arranged as a dimer of GluN1-GluN2B heterotetramers with the twofold symmetry axis running through the entire molecule composed of an amino terminal domain (ATD), a ligand-binding domain (LBD), and a transmembrane domain (TMD). The ATD and LBD are much more highly packed in the NMDA receptors than non-NMDA receptors, which may explain why ATD regulates ion channel activity in NMDA receptors but not in non-NMDA receptors.

Brain development and function rely on neuronal communication at a specialized junction called the synapse. In response to an action potential, neurotransmitters are released from the presynapse and activate ionotropic and metabotropic receptors at the post-synapse to generate a postsynaptic potential. Such synaptic transmission is a basis for experience-dependent changes in neuronal circuits. The majority of excitatory neurotransmission in the human brain is mediated by transmission of a simple amino acid, l-glutamate (Glu), which activates metabotropic and ionotropic glutamate receptors (mGluRs and iGluRs, respectively). mGluRs are ligand-gated ion channels that comprise three major families, α-amino-3-hydroxy-5-methyl-4-isoxazole propionic acid (AMPA) (GluA1-4), kainate (GluK1-6), and N-Methyl-D-aspartate (NMDA) receptors (GluN1, GluN2A-D, and GluN3A-B). Non-NMDA receptors can form functional heterotetramers that respond only to l-glutamate. In contrast, NMDA receptors are obligatory heterotetramers mainly composed of two copies each of GluN1 and GluN2, which activate upon concurrent binding of glycine or D-serine to GluN1 and l-glutamate to GluN2 and relief of a magnesium block of the ion channel pore by membrane depolarization. Opening of NMDA receptor channels results in an influx of calcium ions that triggers signal transduction cascades that control the strength of neural connectivity or neuromodulation. Hyper- or hypo-activation of NMDA receptors is implicated in neurological disorders and diseases including Alzheimer's disease.
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Sample Preparation

In STM and XAS experiments, the sample preparation began with repeated sputter / heating cycles of the Ag(100) single crystal samples. Once a high-purity metal surface was achieved, Mg was evaporated from a crucible in an O₂ environment (pO₂ = 1 · 10⁻⁶ mbar). We employed growth rates of 1 ML per minute at a sample temperature of typically 350°C. The MgO on Ag samples were then transferred in vacuum into a low-temperature system for the deposition of Co at about 5-10 K. Measurements were performed at 0.6 to 1.2 K in the STM and 3.5 K in the XAS setup and in magnetic fields up to 6.8 T.

Extended explanation of DFT Method

Spin-polarized DFT was used, as implemented in Quantum ESPRESSO(50) and WIEN2k(51).

The Quantum ESPRESSO calculations were performed within a pseudopotential formalism using a plane wave basis with a cutoff of 60 Ry. A higher cutoff of 480 Ry was used for the augmentation charges introduced by the norm conserving pseudopotential. We use the generalized gradient approximation (GGA) for the exchange correlation interaction with Perdew-Burke-Ernzerhof functional. To improve convergence, a Gaussian smearing of width 0.01 Ry was adopted for geometry optimization. For single point DFT+U calculations we used Gaussian smearing of width 0.0001Ry. To minimize the Brillouin zone integrations for the (3 x 3) surface cell calculations were carried out using a (8x8x1) mesh of k points. We use a slab of 6 atomic layers of Ag, in which the lower 3 are kept fixed at bulk Ag values. On top of this we put a layer of MgO where Ag stays underneath O as determined theoretically(52) (followed by experimental confirmation) and on an O site (the most stable) we place a Co atom. Above the slab are 8 effective atomic (Ag) layers thick of vacuum. This structure is repeated periodically in the z-direction. The x and y directions are thus in the plane. Part of our unit cell appears in Figure 1B, of the main text. The crystal structure is optimized until the maximum force among the atoms reduces to <~ 10⁻³ Ry/a₀, and with an energy accuracy of 10⁻⁴.

The WIEN2k calculations were carried out with an inversion symmetric 7 layer structure, which includes 5 layers of Ag, and a top and bottom layer of MgO. The slab was set up with 8 layers of vacuum between the top and bottom adatoms. The structure was optimized so that calculated forces on all atoms were less than 2 mRy/a₀. The energy cut-off as implemented in WIEN2k is represented by the parameter Rₘₘₖₖₖₖ, was 7 in these calculations. A temperature broadening was applied to the eigenvalues according to the Fermi function with ΔE=0.001 Ry. We use the generalized gradient approximation (GGA) for the exchange correlation interaction with Perdew-Burke-Ernzerhof functional. The calculations were carried out using a 13x13x1 k-point mesh.
Because a naïve application of DFT on $d$-electron materials generally does not get either the $d$-electron energy correct or many aspects of the magnetization, we used an on-site Coulomb interaction ($U$) for the $d$-states of the Co. Calculating the $U$ using WIEN2k using a constraint-GGA method gives a $U$ which is much too small. This is reminiscent of previous calculations of Co on another surface, Cu$_2$N/Cu. There, a Kondo effect occurs because of the strong hybridization with the Cu substrate, and an argument is made to not use a Coulomb interaction, since a dynamic effect is taking place. In the case of the system under discussion in this paper, MgO is a much more efficient insulator, and no Kondo effect takes place. Instead, the magnetism of Co is fully evident; however, as will be discussed below, there is still evidence for considerable hybridization with the surface. In cases with large hybridization with neighboring atoms, the constraint-GGA method for calculating $U$ is less accurate. Instead, we utilized Quantum ESPRESSO and calculated $U$ by using a linear response approach that is internally consistent with the chosen definition for the occupation matrix of the relevant localized orbitals. We obtained $U$ as 6.9 eV using this method which is consistent with $U$ used for cobalt oxide.

We created the electron density plots using WIEN2k and XCrysDen. The DOS was also calculated with WIEN2k, using the all-electron (L)APW(,+local orbital) methods with the PBE exchange correlation potential (GGA). The same $U$ and optimized structure was used for both calculation methods. The atomic charges were calculated using the Bader Atom in Molecule (AIM) scheme, as implemented in the WIEN2k code. The Bader definition of the atomic surface is that for which the electronic flux is zero ($\mathbf{\nabla} \mathbf{\Phi} \cdot \mathbf{n} = 0$). Using this definition, we find that the Co atom on O is essentially neutral.

**Analysis of Charge and Spin densities (see Figures 1B and 1D in the main text)**

Our calculations of charge density reveal the strong interaction between the Co and the O beneath it (nearest neighbor O). To a lesser degree, there is some interaction between Co and Mg as well as between Co and its next nearest neighbor O.

Charge is transferred from the Mg to neighboring O atoms, in a manner similar to bulk MgO where O, lacking just two electrons to complete its octet, strongly attracts electrons from Mg. Therefore, the O underneath the Co attracts most of its charge from the Mg atoms and a much smaller amount from the Co. Mg, with two valence $s$-electrons, hybridizes with both the O and the Ag in the substrate.

**Extended Analysis of Density of States (see Figure 2 in the main text)**

Because the cobalt $d$-levels are close to the O $p$-level energies in this material, there is strong interaction and hybridization with the O.

The lowest-energy $d$-orbital peak at -7 eV comes from $d_{z^2}$ of Co and $p_z$ of O. This sigma bonding of $p$ and $d$ orbitals explains the sigma donation from $d_{z^2}$ Co to $p_z$ O. Due to this hybridization, those orbitals on the Co are no longer pure $d_{z^2}$ character. The spin density at this energy (Fig. 1D in the main text) illustrates the nearly cylindrical symmetry in the $z$-direction and shows the formation of a molecular orbital between Co and O.
The next degenerate orbitals at -6.5 eV come from $d_{xz}$ and $d_{yz}$ hybridized with $p_x$ and $p_y$ orbitals of oxygen, forming a $\pi$-bonding orbital. Even in the unoccupied orbitals one can see a correspondence between the Co and the O. This is in contrast with the case of the bare MgO surface, or for oxygen atoms far from the Co, which exhibit roughly equal weight of $p_x$, $p_y$, and $p_z$ (not shown).

**Extended Orbital Analysis**

**Table S1.** Löwdin population analysis of number of electrons of Co/MgO/Ag system, for Co only the spin is noted. All the atoms referred according to Figure S1. Löwdin spheres only include electrons in the occupied orbitals surrounding an atom, and leave out interstitial electrons. A Löwdin charge analysis allows projections onto atomic orbitals. A Bader calculation, based on the electron density, is in contrast space-filling, and includes all interstitial electrons. The Interstitial row in the table below represents the difference between a Bader and Löwdin analysis. The Charge row represents the Bader result. We note the negative charge for the Mg, which is due to the very large $3s \ 3p \ 3d$ basis used for the Löwdin analysis for this atom.

<table>
<thead>
<tr>
<th>Number of valence electrons</th>
<th>Spin</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Co</td>
</tr>
<tr>
<td>$s$</td>
<td>0.97</td>
</tr>
<tr>
<td>$p$</td>
<td>0.53</td>
</tr>
<tr>
<td>$d$</td>
<td>7.27</td>
</tr>
<tr>
<td>Tot</td>
<td>8.77</td>
</tr>
<tr>
<td>Interstitial</td>
<td>0.14</td>
</tr>
<tr>
<td>Charge</td>
<td>+0.09</td>
</tr>
</tbody>
</table>

**Figure S1** | Oxygen top geometry of Co/MgO system, only one Ag is shown, this figure showing three possible sites, O top, Mg top and hollow.
At -2.75 eV for spin up and at -1.25 eV for spin down, $d_{xy}$ and $d_{x^2-y^2}$ are almost pure $d$ levels. The coupling with nearest-neighbor O is small, and their small asymmetry arises solely from the interactions with the nearest-neighbor Mg and next-nearest-neighbor O.

In table S1 we see the occupancy of the various orbitals of the Co and its surrounding atoms. Atomic Co has 2 $s$ electrons and 7 $d$ electrons. On the MgO surface, Co has more than 7 $d$ electrons, closer to 7.3 or 7.4 as noted in the main text. The net is still charge neutral, in the Bader volume, although slightly positively charged in the Löwdin sphere as seen in the table. DFT finds the extra $d$-weight (beyond the $d^7$ configuration) on the Co to come from depopulating the $s$-level, down to one $s$ electron (from the $3d^7 4s^2$ configuration of a free Co atom). The missing $s$ electron goes half to a $p$-type shell shared with the O, and roughly half to the $d$. This movement of electrons out of $s$ comes about because of hybridization with the underlying O, which mixes the $4s$ and $3d$ energies, which are very close for the bare Co. Some of the weight of the extra electrons in the $d_{z^2}$ shell of the Co and the $p_z$ shell of O are found in the interstitial region between the O and the Co, accounting for the difference between the Löwdin and Bader analyses. DFT+U finds the spin of the Co to be close to 3/2.

### STM and IETS methods

STM measurements were performed at the IBM Almaden laboratory in a ultra-high-vacuum low-temperature system(29). We performed IETS measurements by applying a DC voltage between the STM tip (positioned over the Co atom) and the sample and measuring the conductance using a lock-in technique with a 150 μV, 806 Hz AC excitation. For inelastic excitations, it is generally observed that when the applied DC voltage is below a threshold of excitation the conductance is constant, but a sudden increase in conductance is observed when the applied voltage is increased above this excitation energy(29,53).

Spin-polarized experiments were performed in the same microscope. We generated spin-polarized STM tips by transferring magnetic atoms to the tip apex and applying a magnetic field to polarize those atoms on the tip(33). This technique allows us to study the same atom on the surface with tips with different degrees of spin-polarization.

In pump-probe measurements a pump-pulse with a voltage above an excitation threshold is used to generate a non-equilibrium population of spin states(33). A probe pulse of lower voltage is then applied at variable delay and the tunnel current due to the probe pulse is measured as a function of the delay between pump and probe. If the delay is long enough, the system will have recovered into the ground state ($S_Z = -3/2$) before the next pump pulse arrives.

### Fits to IETS data

For the low field data, where only one step is visible, we extract the position $V_{IETS}$ and the width of the IETS transition by fitting the expected IETS functional form(54). Small differences between the absolute conductance measured are due to small experimental variations in the height of the tip above the atom. We scale the conductance by the step
height to make the different magnetic field data directly comparable. Fig. S2a shows a 0T (red trace) and 2T (green trace) zoom-in of the IETS step and the corresponding fit with the step height, position and width, and vertical offset as fitting parameters. The fitted $V_{\text{IETS}} = 57.7$ mV is the same for the two magnetic fields to within a systematic error of +/- 0.03 mV due to instrument drift.

The fitted width of the 0T step is 1.5 meV. This width corresponds to 5.5 $k_B T$ in the case of a thermally broadenend IETS transition, giving $T=3.1$ K. The 2T fit is wider and results in $T=3.6$K. In both cases, the extracted equivalent temperature is larger than the 0.6-0.7 K measurement temperature. We have excluded the applied AC voltage as a possible broadening source: varying the rms value does not affect the transition width. We have also excluded the possibility of other broadening sources such as heating or RF noise: on the same sample and with the same tip, the IETS transition width of neighboring Fe atoms corresponds to $T<2$K. This indicates that this width is “native” to measuring the Co atom.

The scaled 4T and 6T spectra with a faint double step at 4T and a clear double step at 6T are shown in Fig. S2b. To determine the position and width of the two separate steps at large magnetic field we fit the sum of two IETS transitions with the same width. Fig. S2c, shows what such a fit to the 6T spectrum looks like for 3 different fixed widths. The

**Figure S2** | Step positions of spin excitations as function of $B$. a, IETS step at 0T (red) and 2T (green). b, IETS step at 4T (brown) and 6T (blue). The transition energies corresponding to the two steps are indicated with dashed lines. c, Zoom-in of the IETS spectrum at 6 T (red) and the corresponding three fits to the sum of two IETS functions with fixed widths: 1.2 meV (black), 0.6 meV (blue), 0.3 meV (green). d, The position of the first step (bottom) and of the second step (top) extracted from the fit to the 6T data, as a function of the fixed IETS fit width.
heights of the steps were allowed to vary independently. Interestingly, the width of the separate steps at 6T corresponds to T=2.3K which is smaller than the 0T step width.

We ensure that the extracted step positions are robust against changes in the fitting parameters by using two fitting procedures. First we compare the fitting parameters using the sum of two IETS functions for the uncorrected data as well as for the data with a linear background subtracted and we do not see a change outside the error bars of the fit. Second, we fit the sum of two IETS functions to the uncorrected data for several different fixed widths ranging from 0.6K to 3K. The resulting fit IETS step positions are shown in Fig. S2d (the error bars on the individual values are of the size of the markers). The first step position varies by 0.22 meV while the second step varies by 0.06 meV over this range of fixed fit widths. For the larger width, the position of the step is not correctly determined by the fit. In order to force the fit to identify the middle of each step reliably, use a fixed width that underestimates the true width of the steps. For the extracted step positions used in the main text the fit width employed is 0.11meV (=1.3K) and the difference between the step positions is 1.8+/−0.2 meV. The error bar is based on the variation in the step position value with the fixed width in the range described above.

**Spin polarized pump-probe measurements**

Our pump-probe measurement scheme allows the measurement of the relaxation time ($T_1$) of our spin system. A pump voltage pulse places the atom into excited magnetic states, and probe voltage pulses sense the magnetic state as a function of the delay $\Delta t$ after the preceding pump pulse. A Co or Fe atom is transferred to the microscope tip and polarized by the applied magnetic field to yield a spin-polarized tip. Because the tunnel current depends sensitively on the relative alignment of the tip and sample spins, this technique distinguishes between the surface atom being in the ground or excited state. An exponential fit to the pump-probe signal is used to measure relaxation time.

The data in Fig. 5A of the main text is taken at 1 T with the tip height setpoint at $I_{set} = 10$ pA and $V_{set} = 100$ mV. The pulse sequence parameters used are: $V_{\text{pump}} = -90$ mV, $V_{\text{probe}} = -20$ mV, pump (probe) width 350 µs.

![Figure S3 | Relaxation time used for the threshold measurement](image)

**Figure S3 | Relaxation time used for the threshold measurement.** a, Tunnel current as a function of pump probe delay at the same conditions as Fig. 5B,C of the main text, setpoint $I=500$ pA and $V=100$ mV, $B = 3$ T, on the same atom and with the same tip as in main text Fig. 5B,C. Exponential fit (black trace) gives $T_1= 7.6 ± 0.1$ µs.
To measure $V_{01}$ in Fig. 5B,C of the main text, we applied a larger magnetic field, 3T, in order to more clearly resolve $V_{01}$. For signal to noise reasons, the setpoint is $I_{\text{set}} = 500 \text{ pA}$ and $V_{\text{set}} = 100 \text{ mV}$, which corresponds to the tip ~0.2 nm closer to the atom than for a setpoint of $I_{\text{set}} = 10 \text{ pA}$ and $V_{\text{set}} = 100 \text{ mV}$ used in Fig. 5A. The pulse sequence parameters used are: $V_{\text{pump}} = -90 \text{ mV}$, $V_{\text{probe}} = -10 \text{ mV}$, pump (probe) width 15 $\mu$s. The measured relaxation time does not depend on variations in the pump or probe voltage (nor on the pump or probe width), but the decreased tip-atom distance and different applied magnetic field results in a shorter lifetime. The lifetime corresponding to the settings used to measure the data in Fig. 5B,C is 7.5 $\mu$s and is shown in Fig. S3.

For high signal-to-noise, the pump-probe signal is modulated at audio frequency (20 – 900 Hz) and detected using standard lock-in techniques. For Fig. 5A in the main text and Fig. S3, a “probe chop” technique is used, in which the probe pulses are present at delay time $\Delta t$ during the first half of each audio cycle, and absent during the second half. For Fig. 5B,C a “probe shift” technique applies probe pulses at delay $\Delta t$ during the first half of each audio cycle, and at fixed long delay $\Delta t_0 >> T_1$ during the second half. In all cases, the series of pump pulses continues uninterrupted through both halves of the audio cycle and consequently produce no signal at the audio modulation frequency.

We note that in Fig. 5C of the main text, the difference in the slope of the signal at positive versus negative pump voltage is due to the spin-polarization of the tip.

**Extended description of the x-ray absorption measurements**

The x-ray experiments were performed at the X-Treme beamline of the Swiss Light Source (SLS)(55) using circularly polarized light at a temperature of 3.5 ± 0.5 K and in magnetic fields up to 6.8 T. The samples were prepared in-situ by deposition of Mg with a partial pressure of $1 \times 10^{-6}$ mbar of O$_2$ at room temperature on a clean Ag(100) single crystal surface. The MgO coverage, calibrated by in-situ STM, was chosen to be between 2 and 4 monolayers in order to ensure the complete coverage of Ag by MgO. Co was deposited directly in the XMCD cryostat from high-purity rods (99.995%) using a mini e-beam evaporator. The sample temperature was kept at 3.5 K during deposition to avoid surface diffusion and cluster formation. During deposition the pressure in the XMCD cryostat remained below $5 \times 10^{-11}$ mbar. The Co coverage was calibrated using the absorption intensity at the Co $L_3$ edge measured on reference samples for which the Co coverage was determined by STM. Different samples with Co coverage ranging from 0.03 to 0.10 monolayers were measured.

The x-ray absorption spectra (XAS) were recorded in the total electron yield (TEY) mode and normalized by the intensity of the x-ray beam measured on a metallic grid placed upstream from the sample. The XAS were measured with the magnetic field applied collinearly with the photon beam at normal ($\theta = 0^\circ$) and grazing incidence ($\theta = 60^\circ$). The XMCD signal is the difference of XAS recorded for parallel ($I^+$) and antiparallel ($I^-$) alignment of the photon helicity with the applied magnetic field. Due to the small coverage, the Co absorption intensity is small and superimposed to a large background signal originating mostly from the excitation of the Ag $M$-edges (inset in Fig. S4a). This
background was measured prior to the deposition of Co and subsequently subtracted from the XAS in order to facilitate the analysis of the multiplet features and compare it with the spectra calculated using the charge transfer multiplet model.

XAS measurements of metal atoms on thin insulating layers present technical challenges related to the low concentration of the atoms to be probed as well as to the x-ray induced desorption of the adatoms. We found that the XAS intensity quickly changed as a function of time due to exposure to the x-ray beam. Whereas the spectral shape remained mostly unchanged, the absolute absorption intensity at the Co edge was strongly decreasing, by about 20% in 120s, which is the time required to measure a single absorption scan. When moving the x-ray beam over the sample to a new region, which had not been exposed before, the XAS and XMCD intensities recovered to the original value. Note that the change in the absorption intensity was not reversible, which was verified by temporarily switching off the x-ray beam and recording a spectrum again after a few minutes. Because the spectral lineshape remains the same, we exclude that this effect is due to a change of coordination of the Co atoms induced by diffusion and aggregation, which would imply significant broadening and changes of the XAS multiplet features\(^\text{36}\). Therefore, the intensity reduction with exposure time must be attributed to a decrease of the Co coverage due to photon induced adatom desorption, as already observed for Co monomers deposited on Al\(_2\)O\(_3\)\(^\text{39}\). For this reason, every x-ray absorption spectrum was measured on a different region of the sample using a defocused x-ray beam spot size of 1.5 mm x 0.8 mm. The XAS shown in the manuscript are averages of two \(I^+\) and two \(I^-\) spectra recorded over four different regions. Although the Co coverage is homogeneous on the dimensions of the substrate (round crystal with 7 mm diameter), this procedure severely limits the acquisition time for each sample and introduces errors in the determination of the absolute XAS intensity required to extract the magnetic moments using the XMCD sum rules\(^\text{37,38}\).

---

**Figure S4** | a. Measured and simulated x-ray absorption spectra of Co\(_1\)/MgO/Ag(100) at normal (\(\theta=0^\circ\)) and grazing (\(\theta=60^\circ\)) incidence recorded over the \(L_2,3\) edges at \(T = 3.5\) K and \(B = 6.8\) T. The spectra shown in a are the sum of plus and minus polarization \((I^+ + I^-)\). The inset shows the \(I^+\) (red solid line) and \(I^-\) (red dashed line) absorption spectra at normal incidence before background subtraction (gray line). b. XMCD spectra obtained in the same conditions. The XMCD intensity is given as percentage of the total absorption signal shown in a.
The orbital magnetic moment estimated by applying the sum rules to the spectra measured at normal incidence at 6.8 T and 3.5 K is 0.9 \( \mu_B \)/hole. This gives \(<L_z> = 2.43 \mu_B\) using the number of 3\(d\) holes calculated by DFT (2.78) and 2.30\( \mu_B \) using the number of holes in the multiplet simulations (2.56). As mentioned above, these values are affected by the x-ray induced desorption of Co from the MgO surface and consequent limitations on the signal-to-noise ratio. The subtraction of the MgO background introduces additional uncertainty in the determination of the total absorption intensity. Given the different error sources, we estimate that the uncertainty of \(<L_z>\) determined by the orbital moment sum rule is of the order of 20%. The multiplet simulations of the XAS lineshape as well as the Zeeman splitting measured by IETS and the large ZFS, however, provide a more precise estimate of \(<L_z>\), close to 3\( \mu_B \). In the manuscript, we report the effective spin moment ratio, \(<L_z>/(2<S_z>+7<T_z>)\), where \(<T_z>\) is the spin dipole moment (38), which depends only on the XMCD lineshape and is less affected by changes of the absorption intensity as well as by the MgO background subtraction.

Magnetization curves versus applied field (Fig. 4C, main text) were measured at normal incidence by saturating the magnetic moment at 6.8 T and recording a pair of spectra \(I^+\) and \(I^-\), with each spectrum taken on a different sample position. Because of the need to measure spectra at different points and the larger footprint of the x-ray beam at \(\theta = 60^\circ\), it was not possible to measure the magnetization versus field at grazing incidence.

**Charge transfer multiplet calculations**

The XAS simulations are based on an atomic multiplet model that takes into account the electron-electron interaction among \(d\)- and \(p\)-electrons using rescaled Slater-Condon integrals, and the atomic spin-orbit interaction (56). The atomic environment is simulated by the crystal field potential generated by the surrounding bonding atoms. The finite overlap of the metal wavefunctions with the ligand atoms (covalency) as well as charge fluctuations in the initial and final states are described by extending the atomic multiplet model to configurational interaction. In such a scheme, in addition to the correlated state of the central atom one considers an additional (delocalized) state or band outside the atom that is generally localized on the ligands(57). The coupling of this state to the central atom is enabled via a hopping term that effectively annihilates an electron or hole at the ligand orbital and recreates it at the atom site. Different pathways can be distinguished for the hopping term, i.e., electrons can be allowed to hop onto specific orbitals within the \(d\)-shell. Thus the particular symmetry and overlap with the ligand orbitals can be explicitly taken into account. For the calculations the full spectrum of the LS terms is considered. For instance, for a 3\(d^7\) configuration this yields 120 different determinantal states, while the final state configuration \(2p^53d^8\) has 6×45=270 different states. Not all of these final states have finite intensity, depending on the selection rules (see below). The full Hamiltonian for the initial and final state is diagonalized considering all contributions (electron-electron interaction, ligand field, spin-orbit coupling and magnetic field) simultaneously using Lapack routines written in Fortran. This yields wavefunctions and energies from which we calculate also the expectation values of the spin and orbital moments. Our code is free of symmetry restrictions, i.e., external fields can be applied in any possible direction.
For calculating the intensity $I$ of the x-ray absorption spectra we use the dipole approximation within Fermi’s Golden rule,

$$I \propto \sum \left| \langle f | C_1^q | i \rangle \right|^2 \delta(E_f - E_i - \hbar \omega).$$

(1)

Here, $C_1^q$ is the dipole operator corresponding to photons with polarization $q = \pm 1$ (for circularly polarized light), $|i\rangle$ and $|f\rangle$ the initial and final states of energy $E_i$ and $E_f$, respectively, and $\hbar \omega$ the x-ray photon energy. Such an expression involves two separate calculations, one for the initial state configuration, e.g., $2p^63d^7$, and the corresponding final state configuration including a $2p$ core hole and an additional electron in the $d$-shell, $2p^53d^8$. The Coulomb interaction between the core-hole and valence electrons is included and accounts for the multiplet features observed in the XAS spectrum. The sum in Eq. (1) is performed over all states of the final state configuration that are dipole-allowed starting from the ground state. At finite temperature, the population of excited states of the initial state configuration is also taken into account by considering transitions from Boltzmann weighted initial states. In order to compare the calculated spectra with the experimental ones, the transition amplitudes at the $L_2$ and $L_3$ edges are broadened by a Lorentzian function with FWHM of 0.45 and 0.15 eV, respectively. The $L_2$ edge has a stronger broadening since the atomic transitions interact with the continuum transitions of the $L_3$ edge. Finally, the spectrum is further broadened by a Gaussian function with 0.35 eV FWHM to account for the experimental energy resolution.

The ligand field and hopping parameters as well as the charge transfer energy are determined by systematically varying their values in increasingly narrow energy intervals, starting from an educated guess of their range. The Slater-Condon integrals are rescaled by 75% because of the overestimation of the Hartree-Fock value and a further reduction due to chemical bonding. The value of the one-electron spin-orbit coupling constant of Co is taken to be $\xi = 66$ meV(13). The charge transfer energy between the initial state configurations $\Delta = E(d^7) - E(d^8)$ was set to -1.25 eV. The final state value is 1 eV lower due to the stronger core-hole attraction compared to the $dd$ repulsion. The agreement between calculated and experimental x-ray absorption spectra is considered to be satisfactory when the simulations correctly reproduce the number and position of the multiplet features as well as the relative intensity of the spectra measured at normal and grazing incidence and the XMCD intensity. From the simulations, we obtain the many-electron wavefunctions and corresponding energies for the initial and final states. Only the initial state properties are relevant to determine the magnetic behavior of the system and compare XAS and STM data.

For the Co/MgO(100) system, the $\sigma$-type bond to the substrate O atom generates an axial (cylindrical) crystal field, which we model using the parameters $D_x = -0.11$ and $D_z = -0.008$ eV. Considering further the $C_{4v}$ symmetry of the adsorption site, we allowed for the $d_{x^2-y^2}$ orbital to interact weakly with the empty Mg states (backbonding) by including a small cubic field of amplitude $10D_{q} = -0.1$ eV. According to the DFT results, the occupation of the $d$-shell of the Co ground state configuration is about 7.3 electrons, see table S1. To account for this, we took into account charge transfer ($\sigma$-donation) between Co $d$-state and O $2p$-states via the $d_{z^2}$ orbital, by considering the mixing between $d^7$ and
configurations, where \( l \) describes a ligand hole on the O site. As shown in Fig. S4, we find excellent agreement between the simulated and experimental XAS and XMCD spectra. The \( d \)-shell occupancy is 7.44 electrons, which signifies a substantial mixing of the \( d^7 \) and \( d^8 \) configurations. The ground state symmetry is E with an orbital occupation of \((b_1)^{1.62} (b_2)^{1.38} (e)^{3} (a_1)^{1.44}\). The ground state doublet has an exceptional high orbital moment of \( L_z=2.9 \mu_B \) and a spin moment of \( S_z=1.27 \mu_B \), which are very close to the values expected for the \(^4\!F\) ground state of a free Co atom.

To understand the preservation of the atomic-like orbital moment it is useful to follow the evolution of the energy levels by considering the effects of charge transfer, crystal field, spin-orbit coupling, and Zeeman splitting in successive steps, see Fig. S5. Charge transfer between O and Co has the strongest influence on the energy levels. Figure S5a shows the energy levels of the atomic multiplet calculations for pure \( d^7 \) and \( d^8 \) configurations when only electron-electron interactions are present. The ground state terms (\(^4\!F\) and \(^3\!F\)) of the \( d^7 \) and \( d^8 \) configurations are close in energy and have the same orbital moment, \( L=3 \). Mixing of the two configurations splits the atomic multiplets in energy. Such a splitting is shown in Fig. S5b as the hopping between the two configurations is varied from zero to the final value of \( t=0.75 \text{ eV} \). The three lower levels, corresponding to those enclosed by a dashed square in Fig. S5a, are the starting points for the diagram reported in Fig. S5c.

The ground state of the mixed \( d^7+d^8l \) configuration is an octuplet with \( L_z=\pm 3 \otimes S_z=\pm 1.25, \pm 0.42 \). The next higher lying states are a quadruplet (B\(_2\) character) with \( L_z=0 \) and an octuplet (E symmetry) with \( L_z=\pm 1 \). As shown in c, this picture does not change after the application of the axial crystal field (note that hopping via the \( a_1 \) (\( d_{z^2} \)) orbital also acts as an effective axial field as it pulls the \( |L_z|=3 \) states down). The reduced spin moments are a result of the mixing of the spin quadruplet and triplet from the ground state \(^4\!F\) and \(^3\!F\) terms of the \( d^7 \) and \( d^8 \) configuration, respectively. The orbital moment however is not quenched and has the same magnitude as in the free atom case. This can be understood by two facts. First, the axial field is not able to lift the degeneracy between the \( |m_L|=1 \) and \( |m_L|=2 \) states of the \( d \)-shell and, second, both \( d^7 \) and \( d^8 \) configurations have the same orbital multiplicity. This shows that Co is the best suited 3d transition-metal ion to obtain large orbital moments since configuration mixing, which takes place on most substrates, does not reduce its magnitude. The effect of the cubic term is to lift the degeneracy between the \( b_2 \) (\( d_{xy} \)) and \( b_1 \) (\( d_{x^2-y^2} \)) orbitals due to a small overlap of the \( b_1 \) state with empty Mg orbitals. As expected, the orbital moment is partially quenched but remains high (\( L_z=2.86 \)) for the ground state octuplet. Finally, spin-orbit coupling is introduced, leading to a relatively strong splitting of the energy levels and a crossing with the excited state quadruplet. The energy levels and corresponding moments are shown in Figure S5d. The ground state octuplet, essentially made up from \( L=\pm 3 \otimes S=\pm 3/2, \pm 1/2 \) states, is maximally split by the spin-orbit interaction thanks to the almost fully unquenched orbital moment of these states. Mixing with the low lying \( B_2 \) excited state modifies the orbital and spin moments and affects the character of the ground state octuplet, but only to a small extent. The ground state found here is robust for a broad range of crystal field values and the separation of the first two spin doublets is always of the order of \( \approx 60 \text{ meV} \).
Figure S5 | Energy levels obtained by the multiplet calculations. a, Energy levels of the pure atomic multiplets for the parent $d^7$ and $d^8$ configurations and when mixing via the hopping term. b, Evolution of the energy levels of the mixed $d^7 + d^8 l$ configuration when the hopping between the two configurations varies from $t=0$ to 0.75 eV. The hopping via the $a_1$ orbital acts effectively as an axial field which pulls down the $|L_z|=3$ states to lowest energy. c, Evolution of the energy levels under the effect of the different contributions to the multiplet Hamiltonian. The diagram starts for the three lowest levels marked by a dashed square in a). d, Magnification of the energy levels of the ground state octuplet when spin-orbit coupling and Zeeman terms are considered. The zero field splitting is 55 meV. The states shown in red originate from the higher lying quadruplet manifold and they intermix with the ground state octuplet.
Agreement between multiplet picture and IETS measurements

From the wavefunctions and corresponding energies of the initial state configuration obtained in the multiplet calculations we can calculate the expectation values of any operator that can be written as the sum or product of single electron operators. To simulate the IETS spectrum measured with STM we calculated the spin transition amplitudes using the following expression \( \text{(30,58)} \)

\[
I_{\text{i} \rightarrow \text{f}} = \frac{1}{2} |\langle f|\hat{S}_{+}|i\rangle|^2 + \frac{1}{2} |\langle f|\hat{S}_{-}|i\rangle|^2 + |\langle f|\hat{S}_z|i\rangle|^2.
\]

The transition energies correspond to the energy separation of the different states. The two main transitions shown in Figure S6a are indicated by arrows in Fig. S5d. The strong intensity and position of the main step in the simulated IETS spectrum is in excellent agreement with the experimental \( \frac{\text{d}I}{\text{d}V} \) spectrum. It corresponds to a \( \Delta S_z=+1 \) transition from the ground state to the second excited state. The steps move in energy in the presence of a magnetic field. To simulate the double step behavior observed in the experiments we assumed a finite 50% population of the first excited state. This is an ad hoc assumption since the spin pumping mechanism of the first excited state is not part of the multiplet model but agrees well with the spin pumping reported in Fig. 5 of the main manuscript. The result is shown in Figure S6b. The transition from the ground state to the second excited state moves to higher energies when the magnetic field is turned on while the transition from the first excited state to the third excited state (\( \Delta S_z=-1 \) transition) decreases in energy. The higher energy step at about 90 meV is also in agreement with the experimental spin-polarized IETS spectra (not shown).

Mapping the ground state multiplet onto an effective Hamiltonian

The proposed effective Hamiltonian differs from previously used spin Hamiltonians \( (19,31-33) \) in so far as we include both spin and orbital moment terms instead of spin-only or J-only terms. Two factors motivate this choice. For transition-metal atoms, compared to rare-earth atoms, the spin-orbit coupling is a much smaller perturbation compared to the crystal field, which renders the total moment \( J \) not a good quantum number for the Co. Additionally, the Co lowest states have first order orbital momentum, that is, the orbital moment is comparable in size to the spin, so a spin-only picture is not complete either.

For simplicity, we consider here only states arising from a pure \( d^7 \) configuration, noting that the splitting of the lowest energy levels remains qualitatively the same as for the mixed \( d^7+d^4f \) configuration. In this approximation, the ground state is an octuplet with \( L_z=\pm3 \otimes S_z=\pm1.5, \pm0.5 \). The two lowest states are a spin doublet corresponding to \( S_z = \pm3/2, L_z = \pm3 \) (L and S are parallel); the next two states correspond to \( S_z = \pm1/2, L_z = \pm3 \) (also with \( L \cdot S > 0 \)). Higher states of the octuplet have antiparallel L and S coupling. Transitions between the levels (|\( L_z =-3, S_z =-3/2 \rangle \) to |\(-3,-1/2 \rangle \)) explain the IETS reported in the manuscript.
This ground state octuplet can be mapped onto an effective Hamiltonian that includes the effect of the crystal field on the orbital moment and spin-orbit coupling in an explicit form:

\[ H = H_{\text{CF}} + \lambda \mathbf{L} \cdot \mathbf{S} + \mu_B (L + 2S) \mathbf{B}, \quad (3) \]

where \( H_{\text{CF}} = B_2^0 L_z^2 + B_4^0 L_z^4 + B_4^4 (L_+^4 + L_-^4) \) is the crystal field Hamiltonian. Only those terms that reflect the four-fold MgO substrate symmetry are included in \( H_{\text{CF}} \) (19), where \( B_2^0, B_4^0 \) and \( B_4^4 \) are effective crystal field parameters.

If we use only the leading term of \( H_{\text{CF}} \), with \( B_2^0 < 0 \) and sufficiently large to restrict the lowest-lying states to \( L_z=\pm 3 \), this simplified Hamiltonian approximates the multiplet calculation’s lowest-energy doublets as \( L_z=\pm 3 \otimes S_z=\pm 3/2 \). Such a modified Hamiltonian describes well the energetics of the system, i.e. it can be used to model the IETS curves of systems (energy splitting) with nonzero first-order orbital moment as is the case here, and to fit the magnetization behavior when Boltzmann statistics applies (at sufficiently high temperatures).

Note that symmetry dictates that the lowest-order nonzero transverse terms in \( H_{\text{CF}} \) are \( L_+^4 + L_-^4 \). Neglecting hyperfine coupling effects, these terms cannot mix the lowest states with \( L_z=\pm 3 \). However, to properly describe transition probabilities and associated quantum dynamical processes such as tunneling, the effective Hamiltonian for a single multiplet is not sufficient. Even in a pure \( d^7 \) configuration, the lowest energy states are not only pure \( S_z=\pm 3/2 \) and \( \pm 1/2 \) states, since they contain admixtures of different spins and orbital moments from electronic levels belonging to multiplets higher in energy with respect to the lowest \( E \) multiplet (Fig. S5c). This is illustrated schematically in Figure S7.

---

**Figure S6 | IETS spectrum calculated from the \( d^7+d^8 \) multiplet model.**

a, The simulated IETS spectrum shows two steps in the energy window [0,100] meV with the strongest step at 54.9 meV and a smaller jump at 90.5 meV. The steps move in energy in the presence of an applied out-of-plane magnetic field. b, The double step can be simulated assuming a finite population for the first excited state (here equal occupation of ground and first excited state).
In the absence of a fourfold distortion spin-flip transitions between the lowest states 0 and 1 are forbidden (as well as between 2 and 3). Only direct vertical transitions between 0,2 and 1,3 have finite probability as indicated by solid arrows in Figure S7. Note that the moment could not reverse by a simple spin-flip process since \(|L|\) would need to change by 6. When the fourfold crystal field distortion is taken into account, the \(B_2\) states, in particular the \(L=0, S=\pm 1/2\) states shown in red in Fig. S7, are mixed into the ground state doublet. Since those states are connected by a \(|\Delta S|=1\) transition, also the new ground state doublet is coupled by a finite spin-flip transition. It is important to note that the mixing of the \(B_2\) state with the \(E\) state is a combined effect of both spin-orbit coupling and fourfold crystal field distortion that goes via coupling to higher multiplet states outside the diagram presented in Fig. S5d. Thus the reduction of \(L\) and \(S\) is traced back to mixing with higher states including \(B_2\) (but not exclusively).

**Upper limit of the zero field splitting**

The separation of the first two spin doublets measured by IETS and simulated using the multiplet calculations is \(\sim 60\) meV. For Co on MgO this approximates the full magnitude of the spin-orbit coupling parameter \(\xi\). This separation is called zero field splitting (ZFS) as it occurs in the absence of a magnetic field. The ZFS represents the energy difference between consecutive states with different orientation of the magnetic moment and defines the barrier for the lowest order process required to reverse the magnetization. The ZFS is therefore a measure of the single-ion magnetic anisotropy energy. A ZFS of the order of \(\xi\) is exceptionally large for a transition-metal atom. It can be shown that \(\xi\) is the maximum energy separation between two consecutive spin-orbit split states that differ by either \(\Delta S_Z=1\) or \(\Delta L_Z = 1\) for a transition-metal. Such a separation is given by the expectation
value of the spin-orbit Hamiltonian \( H_{SOC} = \lambda \mathbf{L} \cdot \mathbf{S} \), where \( \lambda \) is the atomic spin-orbit coupling parameter (\( \lambda = -\xi/2S \) for the term with largest \( L \) and \( S \) of a configuration with more than five \( d \)-electrons). Since \( |S_z L_z> \) states provide a good approximation to the observed states 1–4, and since \( \langle S_z L_z | \lambda \mathbf{L} \cdot \mathbf{S} | S_z L_z \rangle = \lambda S_z L_z \), the energy difference for states that differ by \( \Delta S_z = 1 \) (\( \Delta L_z = 1 \)) is \( \lambda S_z (\lambda L_z) \). For a transition-metal, the maximum energy difference is obtained for a ground state with \( |L_z| = 3 \). This is the case for the ZFS of Co, where \( \lambda L_z = 3\lambda \) which matches \( \xi \). Note that mixing of states with different \( S_z \), \( L_z \) numbers in the ground state due, e.g., to crystal field, would tend to reduce the expectation value of both \( S_z \) and \( L_z \). Therefore, \( \lambda L_z \) is the upper limit of ZFS induced by spin-orbit coupling.
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